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Executive summary

Artificial Intelligence(AI)1 is changingour world
for the better. Unleashingthe power of data and
AI creates endless business opportunities to
ultimatelyimprovethe qualityof our lives2.

In 2018, McKinseysuggestedthat AI coulddeliver
economic activity of $13 trillion by 2030,
equivalentto 1.2% additional annual global GDP
growth3. In 2020, a paper in Natureassertedthat
AI couldάƘŜƭǇaddresssomeof theǿƻǊƭŘΩǎmost
pressing challenges¹and deliver positive social
impact in accordancewith the priorities outlined
in the United bŀǘƛƻƴǎΩ17 Sustainable
DevelopmentGoals4έ.

Asbusinessmodelsbecomeincreasinglydigitized,
human lives are impactedsignificantlyby design
choices of algorithm creators. AI applications
carrya broadspectrumof risksencompassingnot
only regulatorycompliance,but also liability and
reputational risk if algorithmic decision-making
triggers unintended and potentially harmful
consequences,examplesof which are given in
Chapter3.

This white paper brings together expertise and
insightsfrom both Zurichas a global insurer and
riskmanagerandfrom Microsoftasa securityand
technology platform provider to illustrate the
growing spectrum of AI algorithmic risk, and to
present suggestionsfor mitigating such rapidly
developingrisk. Includinga foundationaloverview
of the triggers, relevant legal and regulatory
aspects, and potential complications of
algorithmic liability, this white paper provides
practicalguidanceon the successfulmitigation of
such risk and presents a focused,
multidimensional,and forward-lookinganalysisof
governanceprinciples and assessmenttools to
enablethe ethicalandresponsibleuseof AI in line
with bestpracticesandemergingregulation.

The analysisincludes an in-depth discussionof
highly relevantuse casesacrossindustriesin the
areasof product liability, professionalindemnity,
andmedicalmalpractice,to helpcompaniesavoid

customer harm, minimize liability exposureand
reputational damageresulting from AI solutions,
and provide support to leverage advanced
technologiesfor the benefit of customers and
societyat large.

DefiningAI algorithmicrisk

While there is a variety of definitions of AI or
algorithmic risk, for the purpose of this paper,
algorithmicrisk is definedasrisk arisingfrom the
use of data analyticsand cognitive technology-
basedsoftware algorithmsin variousautomated
and semi-automated decision-making
environments, originating in input data,
algorithmic design, and output decisions, and
causedby human biases,technical flaws, usage
flaws,or securityflaws5.

In considerationof specificchallengesof AI such
as its high complexity,interconnectivity,opacity,
andself-learning,inaccurate,biased,or otherwise
flawed model output are among the most
prominent failures of AI systems and are
discussedin this white paper6. In Chapter3, a
closer look is provided on intended and
unintended externalities triggering the risk of
(potentially unlawful) discriminatoryoutcomes. It
is worth noting here that the termsά!LǊƛǎƪέand
άŀƭƎƻǊƛǘƘƳƛŎǊƛǎƪέare usedinterchangeablyin this
paper7.

Understandingliability risk

If AI-inducedrisksmaterializeand causeharm to
individuals, or damage to companiesor other
stakeholders8, the questionof liability arises.

For providersor usersof AI solutions,it is key to
understandthe own-liability exposureas well as
potential interconnectivities along the value
chain.

Who is ultimately responsiblefor an AIǎȅǎǘŜƳΩǎ
fault and how should fault be identified and
apportioned?

3

A focused, multidimensional, and forward-looking analysis of algorithmic risk to 
enable the ethical and responsible use of AI
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Whatsort of remedyshouldbe imposedandwhat
type of lossesshouldbe recoverable?Identifying
the potential triggersfor suchalgorithmicliability
as well as potential complicationsis essentialto
mitigate the risksalongan AIǎȅǎǘŜƳΩǎlife cycle,
aswe describein Chapter4.

Allocatinglegalliability for AI systemsfacesthree
keychallenges,illustratedin Chapter5.

First, complicationsof causalitymay arisedue to
variouscontributors that are typically involvedin
the creation and operation of an AI system,
including data providers, developers,
programmers,users,andthe AIsystemitself.

Second,nature and causeof damagecreatedby
an AI system are important indicators for
establishingand allocating liability among these
contributors.

Third, legal liability will often be determined on
the basisof a patchworkof genericlegalconcepts
expressed in existing legislation but also
influenced by best practices and industry
standards. However,the increasinglycomplexuse
of AI can be expectedto test the boundariesof
current laws, and regulatorshave demonstrated
interest in expanding legal liability regimes to
addressAI-specificrisks.

In order to mitigate suchliability exposure,there
are suggested governance principles of
responsibleAI that organizationswoulddo well to
adopt. For developers,there is a multitude of
technicalcontrol tools acrossthe AI development
lifecycle. Both perspectives are covered in
Chapter6.

The insuranceƛƴŘǳǎǘǊȅΩǎeffort to understandAI
algorithmic risk is in its early stagesdue to the
lack of loss experience data and models that
estimate the potential frequencyand severityof
AI risks. Insurersare starting to assessthe impact
of AI risks on major lines of businesssuch as
product liability, professional indemnity, and
medical malpractice,and to design specific risk
managementservicesto addresspotential issues
in the AI systemdevelopmentlifecycle. Chapter7
exploresimplicationsfor insurers.

Recentadvancesin enterpriseaudit software for
trusted andresponsibleAIsystemswill enablethe
developmentof liability risk mitigation strategies,
which can be applied to enhance data and
algorithm privacy, security, fairness,
explainability, transparency, performance
robustness, and safety. The technology and
insuranceindustriescan combinetheir strengths
to better assessthe state of algorithmicrisk and
find novelsolutions.

Technology can 
improve the quality of 
our lives in many ways. 
Data and AI further 
accelerate change.
Meanwhile, we need 
to be diligent on 
managing the 
algorithmic risk and 
ethical challenge they 
bring by ensuring 
fairness and privacy, 
with transparency and 
ŎƭŜŀǊ ŀŎŎƻǳƴǘŀōƛƭƛǘȅΦέ
Ericson Chan
Group Chief Information and Digital Officer 
Zurich Insurance Group

ò
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Introduction

Thispaperillustratesthe notion of algorithmicrisk
along with examplesof two kinds of negative
externalities, the complication through the
increasinguse of artificial intelligence,potential
triggersof algorithmicliability, and key legaland
regulatory considerations to understand the
exposureto algorithmicliability. Buildingon such
foundationaloverview,this paperoffers practical
guidance,governanceprinciples for the ethical
and responsibleuse of AI, and tools to manage
algorithmic risk ς for firms in general, and
insurancecarriers, in particular. At the end, we
attempt to anticipatefuture developmentsin this
fast-movingfield.

A. What is algorithmic risk and why is it so
complex?Ψ.ŜŎŀǳǎŜthe computersaysǎƻΩ

Last year, a paper9 co-authored by Microsoft
Researchapplied to AI the phrase Enchanted
Determinism: άŘƛǎŎƻǳǊǎŜthat presents deep
learningtechniquesasmagical,outsidethe scope
of present scientific knowledge, yet also
deterministic, in that deep learning systemscan
nonetheless detect patterns that give
unprecedented access to ǇŜƻǇƭŜΩǎidentities,
emotions and social character.έ The paper
continues, ά¢ƘŜdiscourse of exceptional,
enchanted, otherworldly and superhuman
intelligence ... has social and political effects,
often serving the interests of their powerful
creators. Most important among these is that it
situates deep learning applications outside of
understanding,outside of regulation, outside of
responsibility, even as they sit squarely within
systemsof capitaland profit.έAI risk canthus be
perceived as something that cannot be
understood,despitebeingsignificant.

Furthermore,AI risk is topical. In a multinational
survey on trust by Edelman10, 61% agreed that
άGovernment does not understand emerging
technologies enough to regulate them
effectively.έ

Regulators too are advocating a risk-based
approachto managingAI systems. For instance,
the European Commission in April 2021
established four categories of AI risk11:
unacceptable,high,limited,andminimalrisks.

Widespread adoption of AI increases the
algorithmicrisk

Ten years ago, the FinancialTimes reported a
curious phenomenon. The prominence of a
certain actress in the news cycle seemed to
trigger growth in a stock with the samename12.
Whilecausalityhasnot been(cannotbe?)proven,
Anne IŀǘƘŀǿŀȅΩǎmovie releases have been
correlated with gains in Berkshire Hathaway
stock. Accordingto the article,ά¢ǊŀŘƛƴƎprograms
are trainedto pickup on keywords,andthe more
sophisticatedonescanreadfor sentimenttoo.έ

Anotherwriter on the subjectopined13,ά!ǎhedge
fund managers'computing resourcesgrow ever
more powerful ... they are actually able to
correlate everything against everything. Oh, it's
raining in Kazakhstan?... Dump Apple stock!
Why? Becausethe computer saysthat in 193 of
the last240times it rainedin Kazakhstan... Apple
shareswent down.έ

An added complication to algorithmic risk is
indicatedby theά.ŜŎŀǳǎŜthe computersaysǎƻέ
ideaof the previousparagraph.

Businessmodels and processes are not just
increasinglydigital, they increasinglyincorporate
AI, democratizedvia the Cloud: The number of
enterprises implementing AI grew 270% in the
pastfour years14.

ThisAI adoption, includingmachinelearning(ML)
models with potential lack of transparency,is
accompaniedby risks.

5

Diving into the world of algorithmic risk and its complexities
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Accordingto McKinsey15, these include privacy
violations,discrimination,accidents,manipulation
of political systems,loss of human life (if an AI
medical algorithm goes wrong), compromiseof
national security (if an adversary feeds
disinformation to a military AI system),
reputational damage,revenue losses,regulatory
backlash,criminal investigation,and diminished
publictrust.

The body of work around AI risk is evolving. For
instance, the Artificial Intelligence/Machine
LearningRisk & SecurityWorking Group (AIRS)
wasfoundedasrecentlyastwo yearsago,and its
AI riskframework16 refersto tools from Microsoft
referencedlater in thispaper.

B. Microsoft and Zurich: Leveraging leading 
cyber security and risk expertise

In 2017, Microsoft announcedthat it investsover
$1 billion annually on security17. In September
2020, Microsoft communicated18 that it analyzed
over 470 billion emails and 630 billion
authenticationeventsmonthly and blockedmore
than 5 billion threats: άhǳǊunique position helps
us generatea high-fidelity picture of the current
stateof cybersecurity,includingindicatorsto help
uspredictwhat attackerswill do next. Thispicture
is informed by over 8 trillion securitysignalsper
Řŀȅέ. In January 2021, CEO Satya Nadella
reported that aƛŎǊƻǎƻŦǘΩǎsecurity business
revenuehadsurpassed$10billion annually19.

Zurich Insurancerelies on expertise and insight
gathered over nearly 150 years to help its
customers manage their increasingly
interconnectedandcomplexrisks. Asco-authorof
the World EconomicCƻǊǳƳΩǎGlobalRisksReport,
Zurich is recognized as an insurer that
understandsthe needs of its customers,which
include large companies,small enterprises,and
individuals in more than 125 countries and
territories.

As the insurance market has increasingly
demandeddigital services,Zurichhas developed
solutions and risk management services that
make businessesmore efficient through the use
of artificial intelligence,data analytics,and other
related technologies. Its customer service
approach earned the company the Global
Innovatorof the Yearaward20.

In September2020, ½ǳǊƛŎƘΩǎCEOMario Greco
confirmed that ά½ǳǊƛŎƘcontinues to launch
innovativeofferingsto meet the demandsof our
customers and partners for a fully digital and
streamlinedexperience21έ.

6

The design and 
development process 
itself must prioritize 
privacy, cybersecurity, 
digital safety and 
responsible AI, across 
everything we do. 
No one will want 
technology that 
rapidly scales but 
breaks the world 
ŀǊƻǳƴŘ ǳǎΦέ
Satya Nadella
Chairman and CEO Microsoft Corp.
Build Developer Conference, May 2021

ò
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Algorithmic risk: Intended or not, 
AI can foster discrimination
Asindicatedin the previouschapter,AI cancause
negativeexternalities,defined as costs imposed
upon third parties without their consent as a
result of a transactionbetween a provider and a
consumer. Thesenegativeexternalitiesareof two
types: intendedandunintended.

A. Creating bias through intended negative 
externalities

As an example of an intended negative
externality, consider the legal action22 in 2019
against a leading social media companyby the
U.S. Department of Housing and Urban
Development. That social media company is
accused of άǳƴƭŀǿŦǳƭƭȅdiscriminating against
people based on race, religion, familial status,
disability and other characteristicsthat closely
align with the 1968 Fair HousingAct's protected
ŎƭŀǎǎŜǎέthrough the tools it provides to its
advertisers,accordingto NationalPublicRadio.

Thechargingdocument23 citesspecificexamples,
noting that the άwŜǎǇƻƴŘŜƴǘhas offered
advertisershundredsof attributes from which to
choose, for example to excludeΨǿƻƳŜƴin the
ǿƻǊƪŦƻǊŎŜΣΩΨƳƻƳǎof grade school kidsΧ or
people interested in ΨǇŀǊŜƴǘƛƴƎΣΩΨŀŎŎŜǎǎƛōƛƭƛǘȅΣΩ
ΨǎŜǊǾƛŎŜŀƴƛƳŀƭΣΩΨIƛƧŀōCŀǎƘƛƻƴΣΩor ΨIƛǎǇŀƴƛŎ
Culture.ΩRespondentalsohasoffered advertisers
the ability to limit the audience of an ad by
selectingto include only those classifiedas, for
example,Ψ/ƘǊƛǎǘƛŀƴΩor Ψ/ƘƛƭŘŦǊŜŜ.ΩέThat same
document calls out the social mediaŎƻƳǇŀƴȅΩǎ
alleged use of άƳŀŎƘƛƴŜlearning and other
prediction techniquesto classifyand group users
so as to project eachǳǎŜǊΩǎlikely responseto a
given ad.έAccordingto that document, certain
individuals (prospective tenants) were
discriminated against (in that information on
available dwellings was withheld from them)
throughthe useof ostensiblybenigntools.

B. Bias as a result of unintended negative 
externalities

As an example of an unintended negative
externality,consideran assessmentcarriedout in
the U.S. on the riskof convictedcriminalscarrying

out future crimes. i.e. recidivism probability.
According to a 2016 study24, the proprietary
assessmentalgorithm in question appeared to
have significant ethnic bias: ά.ƭŀŎƪdefendants
were... 77%more likely to be peggedasat higher
riskof committinga future violent crimeand45%
morelikelyto commita future crimeof anykind.έ

While this study hasbeen quoted in the Harvard
BusinessReview25, it has also been challengedς
and the challengein the Harvard Data Science
Review26 opinesthat the άŦƻŎǳǎon the question
of fairness is misplaced, as these (secret)
algorithms(that make important decisionsabout
individuals)fail to meet a more important andyet
readily obtainable goal: transparency.έIn this
example,certain individualsόά.ƭŀŎƪŘŜŦŜƴŘŀƴǘǎέύ
weresetat a disadvantageunintentionally.

Another example of an unintended negative
externality is from the U.S. healthcare system.
Researchersfrom the Universityof Californiaat
Berkeley, the Booth School of Business,and
PartnersHealthCarefound evidenceof racialbias
in a popularalgorithmwidelyusedto guidehealth
decisions. Their paper27 stated,ά!ǘa given risk
score,Blackpatientsare considerablysickerthan
White patients, as evidenced by signs of
uncontrolled illnesses. Remedyingthis disparity
would increasethe percentageof Blackpatients
receivingadditionalhelp from 17.7 to 46.5%. The
biasarisesbecausethe algorithm predictshealth
carecostsrather than illness,but unequalaccess
to care meansthat we spendlessmoney caring
for Blackpatientsthanfor Whitepatients.έ

Yetanothercaseis of anŜƳǇƭƻȅŜǊΩǎrecruitment-
support algorithm reportedly discriminating on
the basisof gender. Accordingto a 2018report by
Reuters28, άόǘƘŀǘŜƳǇƭƻȅŜǊΩǎύcomputer models
were trained to vet applicants by observing
patterns in resumessubmitted to the company
over a 10-year period. Most came from men, a
reflection of male dominance across the tech
industry. In effect, (that ŜƳǇƭƻȅŜǊΩǎύsystem
taught itself that male candidates were
preferable. It penalizedresumesthat includedthe
word ǿƻƳŜƴΩǎΣas in ǿƻƳŜƴΩǎchess club
captain.έ
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Data and design flaws as key 
triggers of algorithmic liability
If an AI deployedby a companyis found to be

malfunctioning and causing damage to an

employee,a customer,or any third party, such

company may be held liable. To mitigate such

liability risk, it is essentialto identify the errorsor

shortcomingsthat could trigger liability alongthe

life cycle of an algorithmic application, and to

accountfor potentialcomplications29.

Therelevantphasesof an algorithm life cycleare

sketchedout below,combinedwith a summaryof

key risksthat needto be mitigated from a model

provideror userperspective,respectively.

A. Model input phase

The quality of the data fed into an algorithmic

model is key to its successfuloperationaccording

to plan. To ensurereliable and high-quality data,

the following potential flaws need to be

prevented by the model provider or user,

respectively,duringthe modelinput phase30:

�ƒ Inaccurateor otherwise flawed model input

dueto poordataquality

�ƒ Unforeseeninherent bias of data as data is

reflectiveof the biasesin society

The prevention of unforeseen inherent bias is one 

of the biggest challenges in the context of data 

quality. 

Evenin instanceswhere the data appearsperfect

to the humaneye,AI canpick up patterns in the

data that were not anticipatedduringthe training

process. This can cause an AI system to draw

inaccurate conclusions and thus, ultimately,

generateincorrector undesiredoutcomes.

If advancedAI systemscollectdata from multiple

sourcesand use non-interpretative models with

little to no human interaction, then they might

pick up on micro-signals that may not be

detectableby humans. As a result, particularly
complex and interconnected AI solutions
bear the risk of even further amplifying any
existing biases(and potentially making such

biasessystemic).

The following practical guidancecan serve as a

reference point to mitigate algorithmic model

risk.

8

Regular review and documentation 
of data quality

PRACTICAL GUIDANCE
Model input phase

Accuracy, suitability, relevance

Data pipeline-testing, data-sourcing 
analysis, statistical-data checks

Prevention of bias

Data treatments and assumptions

Process and data-usage fairness

Automated data generation


























































